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Abstract: The development of powerful
negative ion sources requires precise and ver-
satile simulation tools to predict the emit-
tance of the extracted ion beams and the
heat load on the electrodes (mainly due to
primary electrons and secondary ions). A
first tool is a determination of the plasma
beam interface (a thin sheath, that is a layer
of charged plasma, usually called also menis-
cus in accelerator literature) which is accom-
plished by a set of macro (named Bypo17),
based in the Comsol Multiphysics environ-
ment. Space charge both of the negative ions
and of the coextracted electrons is taken into
account, as well as a magnetic field By(z)
perpendicular to the beam extraction axis z.
Mesh size is finer than the Debye length λD

in the meniscus. Notwithstanding the strong
nonlinearities involved, a proper sequence of
solver settings allows convergence to solu-
tion. Also a simple gas pressure model is in-
cluded. A second tool consist in a database
of atomic collision reactions that produce
secondary ions, easily readable by Comsol
Multiphysics. A third tool compute the sec-
ondary particle trajectories and the resulting
heat load. As a final tool, the electrode tem-
perature rise is simulated both with 2D an
3D Comsol Multiphysics models.
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1 Introduction

Neutral Beam Injectors (NBI) envisioned for
tokamaks (the ITER project and beyond)
require development of negative ion sources
(up to ion energies of 1 or 2 MeV) with care-
fully reduced beam divergence [1, 2]. A mul-
tiphysics approach is requested for study-
ing most of physical and engineering issues
involved[3, 4], as described partly in this pa-
per.

Negative ions are separated by a mag-
netic field from the co-extracted electrons,

which are dumped against accelerator elec-
trodes. Thanks to multiaperture gridded
electrodes, many beamlets are extracted
(from 2 in test sources up to 1280 in a final
device), so that a total of 40 A beam may
be produced. A typical accelerator scheme
is shown in fig 1; we have several intermedi-
ate elecrodes, from 3 (in test sources) up to
7. Current density at the source is jo = 240
A/m2 for D− sources, considered equivalent
to jH− = 340 A/m2 for H− test sources. Due
to the gas flowing from the source (filling
pressure 0.3 Pa), the gas pressure in the ac-
celerator is rather large, with a 0.001 to 0.05
Pa pressure inside the beam tubes; in ref-
erence design, up to a 15 % beam loss is
considered tolerable.

The thermal load on electrode is not uni-
form: even if secondary particles are gener-
ated with random coordinates, they are sub-
jected to strongly not uniform fields, with
possible focusing action. The load from pri-
mary electrons is even more focused, with
peaks of the 10 MW/m2 order. Cooling
channels are placed as near to the hot area as
it is possible in manufacturing; copper based
alloys are used for the electrodes; even so,
significant temperature gradients are found.

Figure 1: A scheme (not to scale) of the ion
source and the accelerator: region 1 is the

driver plasma, 2 is the filter, and 3 the plasma
sheath (size greatly magnified); in the

accelerator region 4, EG is the extraction grid,
PA is the preacceleration grid and A1..

represents additional electrodes (if any). In
some case PA is also grounded and called GG

(grounded grid)
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It is generally believed that modeling of a
negative ion accelerator can be broken into
several 2D or 3D modeling tasks: 1) mag-
netic field simulation; 2) gas flow; 3) self-
consistent solution, based on precise finite
element solvers, of primary beam extraction
for one or two beamlet sections, with peri-
odic lateral boundary conditions to simulate
the whole grid; 4) Monte Carlo style simula-
tions of the secondary particles generation,
which may be very time consuming (even for
one or two beamlets); 5) simulation of elec-
trode heating and stresses; 6) a global simu-
lation of repulsion between beamlets, where
they are not shielded by electrodes.

Electric field must be obtained from a
nonlinear Poisson equation, with a space
charge density to be computed from parti-
cle motion; inside plasma space charge be-
comes negligible within lengths comparable
to the Debye length, equal to 0.014 mm for
a typical density plasma (corresponding to
an extracted current of 340 A/m2).

2 Governing equations

Near extraction, we assume that charged
particles have the same temperature T , for
which we use energy units; for example T =
1 eV. Experimentally the extracted H− and
electron currents are of the same order, so
we introduce the ratio Rj = je/jH− be-
tween the emitted electron flow and the H−

one as a parameter in our simulation; for
example Rj = 1. The simple estimate of
the extracted flow jH− = 0.6csN−H where
cs =

√
T/mH is the Bohm speed shows

that the ion density in the plasma just fac-
ing the extraction is NH− = 3.1× 1017 m−3

for jH− = 340 A/m2 , while the electron
density estimated from Je = 0.6RmcsNe is
lower; here Rm = (mH/me)1/2. Let N0

the sum of negative particle densities taken
as another input parameter; for example
N0 = 3.2× 1017 m−3.

We find convenient to introduce the
scaled potential u = −eφ/T , where φ is the
electrostatic potential, and the scaled densi-
ties ni = Ni/N0. The Poisson equation is

λ2
D 4 u = nH+ − ne − nH− (1)

with the Debye length λD = (ε0T/e2N0)1/2.
We also use scaled velocities v = v/cs and
flow density ji = Ji/(csN0) and introduce a

flow modulus jΣ =
∫

d3v |v|f where f is the
phase space density.

The density of positive ions (which are
reflected by extraction meniscus) can be ob-
tained from diffusion equations; in the limit
of zero proton current, we retrieve the well
known Maxwellian distribution

nH+ = k0 exp(u− ucr) (2)

where k0 = 1 and ucr is a sort of plasma
potential. Density of negative ions is

nH−(z, x) = jH−

Σ (z, x)/
√
tH − 2u+ 2ucr

(3)
with tH ∼= 0.5 a small parameter; simi-
larly for electrons. Actually jΣ is calculated
with integration and interpolation from ray
tracing results[5, 6]; inside plasma, collisions
make jΣ uniform.

In Bypo we restrict to a 2D geometry zx
with a perpendicular By magnetic field; the
scaled magnetic field is b = By/B0, where
B0 is a fixed reference level, for example
B0 = 20 G. The ion ray tracing equations
are

d`z = ip(u,z + vxb/L)
d`x = ip(u,x − vzb/L) (4)

where d`a = da/d` is the total derivative,
` = cst and L = mHcs/eB0 is the ion Lar-
mor gyroradius and ip is the charge state.
Similarly for electrons; but the Larmor ra-
dius Le = L/Rm becomes smaller than the
extraction radius rh; for example Le = 1.2
mm and rh = 7 mm.

2.1 Solution methods

It should pointed out that the plasma-
negative ion sheath is a much more compli-
cate problem than it is usally perceived (es-
pecially in existing codes), even in a 2D ge-
ometry. The system of eq. (1-3) with a fixed
jΣ is in the form of a nonlinear PDE prob-
lem suited for Comsol Multiphysics (CM) so-
lution; anyway it implies two scale lengths
(λD and rh)[7], so that its numerical solu-
tion is extremely challenging, and requires
a extremely refined mesh; the large num-
ber of degrees of freedom makes nonlinear
solver convergence more difficult[8], unless a
correct and tested initialization procedure is
used. Actually initialization procedures are
being constantly improved in Bypo versions.
Up to Bypo17, the reduction of the actual



Figure 2: Cross sections of H ions against H2

plasma density and a correspondent scaling
of other input conditions was necessary for
a robust calculation. This reduction is no
longer necessary from Bypo18, which han-
dles the full plasma density.

A less important, but more obvious re-
mark is the need of iterative ray tracing[9]:
after a solution for u is found for a given jΣ,
ray tracing (using Comsol postprocessing) is
repeated, so that a new value for jΣ is found.
Typically from 4 to 9 iterations are enough.

Another important point[5] is that ray
density is refined where the ray divergence
is large; elsewhe rays can be interpolated.
This allow to speed up the computation, or
in more accurate words, it allows to satisfy
the condition of one ray per mesh unit with-
out a prohibitive computational load.

2.2 Electrode heating

Since an accurate description of the 2D ge-
ometry of the electrode system is represented
in Bypo, it is natural to use it for related
simulations: 1) gas flow; 2) thermal analysis
(both 2D and 3D). The gas flow is computed
in the initialization step of Bypo with an em-
pirical model[4].

Some preliminary thermal analysis is
here discussed. In consideration of the pe-
riodic structure of the electrodes, only one
cell was studied. The temperature was fixed
to 750 C at the cooling pipe surface, from
global consideration, while the heat load on
the electrode, coming from primary and sec-
ondary beams, may be at first based on the

2D Bypo results. Also some preliminary
heat load data from other codes was used
for a comparison. Copper conductivity was
fixed to 400 W / m K as found in the CM
Material Library.

3 Beam-gas collisions

Database of known collision reactions of hy-
drogen molecules and ions is large and con-
stantly upgraded[10, 11, 12]; anyway, still
consultation of databases has to be com-
pleted with simple physical ideas to include
all relevant processes. We converted many of
these reaction data in structured variables,
readable by CM; see Fig. 2.

A large variety of atomic collisions is
possible[10, 13, 14, 15] at low energy in-
side plasma. Due to the rapid accelera-
tion of the ions after they pass the extrac-
tion meniscus, only collisions with beam en-
ergy Eb > E1

∼= 1 keV need to be con-
sidered in the secondary production. This
consideration practically corresponds to re-
strict beam-gas collisions to the z > 0 do-
main (the accelerator tube), which helps to
avoid unnecessary calculations. Here the gas
target is taken at rest. The number of col-
lision X with gas (per unit time) on an el-
ement ds of a primary ray can be written
dN = JrσX(Eb)Ng ds where Jr is the par-
ticle flow associated with that ray, Ng is the
gas density and σX(Eb) is the cross section;
equivalently, using Bypo variables, the rate
density RX of reaction X is

d 3N/d3x dt ≡ RX = [N0cs]jΣσX(Eb)Ng

(5)
It is also important to model the reac-
tion product velocity, which is usually de-
termined by simple rules (when differential
cross sections are not readily available); we
often find useful the distinction of slow out-
puts from faster outputs, which maintain
a significant part of the projectile speed
(sometime underlined or overlined). It is
convenient to assign to slow outputs a small
energy Ec, to simplify tracing and space
charge calculation.

The electron detachment reactions are

H− +H2 → H0 + e+H2 (6)

H− +H2 → H+ + 2e+H2 (7)

H0 +H2 → H+ + e+H2 (8)



Figure 3: Panel a) Negative ion (red and green tones) acceleration between electrodes PG, EG and PA,
with Rj = 1; b) a zoom of electron orbits (blue and green tones). Magnetic field is perpendicular to

geometry

where the fast neutral projectile of eq. 8 is
produced in eq. 6. In the case of elastic
scattering

H− +H2 → H− +H2 (9)

the cross section has the meaning of momen-
tum transfer cross section, and is very small
(less than 6×10−22 m2 ) for E > 1 keV. For
all these collisions eqs (6-9) we can consider
partner reactions in which the H2 is frag-
mented (indicated with a ′ mark) and simi-
lar (indicated with a ′′ mark). For example
we have eq (8)′′ where a fast H0 breaks H2

into H+
2 and e; its cross section is greater

than the proton impact ionization

H+ +H2 → H+ + e+H+
2 (10)

at energy Eb < 30 keV, because the elec-
tron contained in the fast hydrogen atom
participates to the collision also with its or-
bital speed. This fact leads also to con-
sider reaction (9)’ in secondary particle
calculations[12]; we also consider (6)’ ; some
critical assessed cross sections are shown in
fig 2.

We note that above reactions have the
following major effects (confirmed by the
simulations): 1) a loss of beam intensity
(and space charge); the survival fraction is

Fs(z) = exp
{
−
∫ z

0

dz σ(Eb)Ng(z)
}

(11)

where Eb = −Tu(z) and the cross section
σ is the sum of eqs. (6), (7) and partner
reactions; 2) the production of electrons in-
side the H− beam, whose contribution to the
space charge is much less than the one of the
removed H−, since electrons are rapidly ac-
celerated; moreover they are soon deflected

out of the beam; 3) the production of pos-
itive ions, which may be accelerated back-
ward (toward a previous electrode or the
source).

In the drifting beam region, where elec-
trical field is low, the produced electron
and positive ions are not swept away im-
mediately, but may accumulate a significant
space charge, which in turn may modify
u(z, x). This effect, named compensation of
the beam space charge, is well known and
somewhat approximated by 1D models[16],
predicting a compensation ratio Rsc for long
uniform beams ( typically Rsc ranges from
0.995 to 1.02 depending on pressure). In an
empirical 2D model, the additional density
of positive ions mostly H+

2 may be written

np = nscΘ(u,x +v1) exp((u−usc)/tsc) (12)

with the parameters nsc = RscnH−(zh, 0)
and tsc = Tsc/T , where the local ion tem-
perature is Tsc and the beam potential is
usc = u(zh, 0); here Θ is the Heaviside func-
tion, delimiting the after-acceleration region,
and v1 = 1 V/m is a small field. In our ex-
ample Rsc = 0.997 and tsc = 0.8. Such a
model is included from Bypo17 as well as
eq. 11 to obtain a better u(z) estimate.

4 Beam simulations

A selfconsistent simulation with a geometry
similar to the SPIDER test source, formerly
known as ISTF[17] is shown in fig. 3: the
magnetic field profile (shown in fig 4) was
just the minimal needed to ensure that pri-
mary electrons do not surpass the EG lower
z face. Note the electron orbits in the plasma



Figure 4: Profiles of the assumed magnetic field
By, of the computed pressure p and loss

fraction 1− Fs

Figure 5: H+ secondary beam density, which
is higher where the ions decelerate and turn
back towards the ion source. At production
point, H+ maintains quite all the parent H−

velocity.

Figure 6: H+
2 secondary beam density. These

ions comes from ionization of the gas and thus
have a small initial velocity.

Figure 7: Secondary electrons density is low,
due to their high velocity, but they still gives a
small contribution to the heating of the EG.

before extraction. The magnetic field pro-
duces an appreciable deviation of the ion
beam, which is subsequently steered in the
EG to GG gap; to further straighten out the
beam, we can consider to include opposite
polarity magnets in the GG.

4.1 Secondary Beams

Results from secondary beam simulations
are shown from Fig 5 to 8. Trajectories

where computed with same CM postproces-
sor routine (postplot) and settings used in
Bypo. Note the secondary particle space
charge is generally much smaller than the
primary ion one, except for the beam drift
region.

In detail, the H+
2 space charge shows the

expected charge compensation at the drift
tube, and agrees qualitatively with the eq
12 model.

5 Thermal simulations

The total power load computed by Bypo on
the EG is shown in Fig. 9 as a function of x.
In 2D thermal simulations, the temperature
rise in the copper is limited to 10 K for a 1
mm wall thickness (Fig. 10).

For comparison fig. 9 also shows the heat
load PE(x, y) computed by the Montecarlo
code EAMCC[12], in the y = 0 section. In
our 3D thermal simulations, we can either
use PE(x, y), see Figs. 11-12, or extrapolate
the Bypo heat load PB(x) in the y direction
as

Pb(x, y) = 1
2 (1 + cosϑ)PB(r)

+ 1
2 (1− cosϑ)PB(−r) (13)

Figure 8: Sum of space charge of primary and
secondary beams

Figure 9: Heat loads comparison



Figure 10: Extraction grid (EG) temperature
in a 2D model

Figure 11: Heat load PE from Ref [12] code

Figure 12: Extraction grid temperature in a
3D model with PE

with r, ϑ polar coordinates. In the average,
power loads from Bypo and EAMCC show
a good agreement: from 2D boundary inte-
gration and multiplying for cell height, Bypo
finds a power load of 435 W due to primary
electrons and 8.6 W due to secondary elec-
trons. EAMCC finds 450 W and 13 W, re-
spectively.

Figure 13: Heat load Pb on the EG lower z
face extrapolated from Bypo

Figure 14: Extraction grid (EG) temperature
in a 3D model with heat load Pb

The Bypo case Figs. 13-14 shows that tem-
perature maximum is not at the load maxi-
mum, but moves in less cooled region. This
is also evident with the EAMCC heat load.
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